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Abstract

In this paper, we illustrate a viewpoint plan-
ning and local navigation algorithm for mobile
robot exploration using 3D perception. Laser
scans and stereo camera data are read and com-
posed into a single point cloud. The latest ac-
quired point clouds are registered and used to
detect relevant objects and obstacles in space.
To demonstrate the capability of the proposed
perception system, a viewpoint planning appli-
cation has been developed. The algorithm se-
lects a goal object, computes a viewpoint to ob-
serve the region occluded by such object, and
plans a path to reach the desired configuration.
The navigation method executes the computed
path and reaches the goal. Experiments have
assessed the capability of the system to plan
using three-dimensional occupancy information
and to find new viewpoints in cluttered environ-
ments.

1 Introduction

The capability of navigating in unstructured and clut-
tered environments is a crucial task in service robotics.
A typical human-populated environment is full of ob-
jects, possibly with protuberant parts, and may not be
faithfully represented by a map built by a planar sensor.
Furthermore, it would be convenient to qualify seman-
tically interesting obstacles as objects and to obtain a
complete view of the interesting parts of the environ-
ment. Thus, the perception of three-dimensional shapes
significantly allows a mobile robot to perform high-level
tasks and to achieve context-aware interactions with the
environment.

The diffusion of cheap 3D sensors like range cameras
and tilted laser scanners has popularised navigation in
three-dimensional space and scene interpretation. The
point cloud data structure provides a common repre-
sentation for measurements acquired from multiple sen-
sors. Since the point clouds acquired by range sensors

are often rather accurate, navigation algorithms may ex-
ploit both occupancy and semantic information. Stan-
dard mobile robots move on a plane and their config-
uration can be often represented by two position and
one orientation variables. Such convenient assumption,
that avoids complex motion planning, holds even for mo-
bile robots equipped with manipulators, since the robotic
arm is usually idle during navigation. A worst-case es-
timation of free space can be achieved by projecting the
points of the cloud on the motion plane. Several nav-
igation algorithms operate under such assumption [1;
2]. However, a planning technique exploiting such ap-
proximation may not detect narrow passages among ob-
stacles, since the free space is usually underestimated.
More sophisticated methods discriminate between obsta-
cles at different heights [3; 4].

Furthermore, 3D sensors allow a detailed perception
of shapes which can improve performance in object de-
tection, robot motion and manipulation in cluttered en-
viroments [5]. Most research on 3D perception has fo-
cused on scene segmentation and object recognition, and
several effective algorithms have been proposed. How-
ever, detection is often addressed as a separate sensor-
guided task that weakly interacts with mobile robot nav-
igation. As a matter of fact, exploration of the envi-
ronment can benefit from a raw semantic assessment of
the 3D obstacle shapes and their relative placement [6;
7].

In this paper, we present an integrated system com-
prising viewpoint planning and a local navigation algo-
rithm for mobile robot exploration using 3D perception.
The proposed system acquires and stores sensor mea-
surements from both a range finder and a stereo camera
pair into a point cloud. The latest measurements be-
longing to a sliding time-window are aligned and accu-
mulated in a single point cloud. The point cloud is used
to build a planar local occupancy grid map which is used
for planning robot path. The planar occupancy map is
built using only points which may collide with the robot
according to their height from the ground. Although the



Proceedings of Australasian Conference on Robotics and Automation, 2-4 Dec 2013, University of New South Wales, Sydney Australia

construction of the map is performed using a standard
local grid map component that projects the 3D points on
the ground plane, the points are selected so as to avoid
unnecessary restriction of the free space. Moreover, the
point cloud is divided into clusters of strongly connected
points.

To demonstrate the perception capability of the pro-
posed system, a viewpoint planning application has been
implemented. In particular, a cluster of interest is se-
lected, according to conditions on size and relative po-
sition, and the application determines a new viewpoint
to achieve the observation of the region occluded by the
object. Then, the path for reaching the viewpoint is
planned using the occupancy grid map built projecting
the point cloud on a plane. The local map keeps a short-
term memory of the obstacles since most of the consid-
ered objects are ephemeral elements of the environment
and their location can change rather frequently. The
planned trajectory is executed using a variant of the dy-
namic window method, while the local map is updated
during the robot motion. Finally, the system checks
whether the goal is reachable and a new goal is planned
using latest observations.

The main contribution of this work is the implementa-
tion of a complete robotic system that exploits 3D sensor
sources for both occupancy and semantic segmentation
using standard components. Moreover, the proposed ap-
proach avoids unnecessary restrictions of the free space
available in the local map and achieves a safe navigation
behaviour in cluttered environments.

The paper is organized as follows. Section 2 reviews
the state of the art in navigation and semantic segmen-
tation using 3D perception. Section 3 illustrates the ac-
quisition, registration and processing of the point clouds
obtained from sensors. Section 4 discusses the construc-
tion of the local map and the mobile robot navigation.
Section 5 presents the viewpoint planning application.
Section 6 presents the experiments performed to test the
implemented system and section 7 discusses the results.

2 Related Works

Three-dimensional perception has increasingly been used
to perceive obstacles and perform collision-free naviga-
tion. For most purposes the point clouds representing
samples of occupied space can be converted into a stan-
dard planar representation by projecting points on the
ground plane. Since mobile robots, like humans, move
on such surface, this approximation can be reasonably
applied to address most navigation problems where the
robot keeps far away from obstacles. In [8] the 3D data
acquired by a MS Kinect are used only to represent on
the plane obstacles that may collide with the robot. In
modern automated warehouses, the movement of goods
is increasingly managed with autonomous robots whose

perception of the environment and safety usually rely on
planar laser scanners. Despite reliability of these sen-
sors, problems may arise in case of hanging obstacles. In
[9] the use a time of flight camera for obstacle detection
is investigated as a safety device for Automated Guided
Vehicles, but no sensor fusion is considered. Mapping
and navigation with a MS Kinect sensor are also investi-
gated in [2]. In particular, this work presents a compar-
ison between 2D mapping by projecting points on the
ground and 3D feature-based SLAM. Madder et al. [1]
illustrate a system that uses a voxel grid map of the envi-
ronment, but still a planar cost map is built by projecting
voxel map columns and by expanding the robot footprint
around obstacles. In [10] the points of the acquired depth
images are sampled and fit into planes. Planes are used
to perform both localization and navigation. Hornung
et al. [4] propose to use both voxel map and multi-layer
occupancy grid map to check collisions. Such solution
allows the robot to move closer to obstacles when the
robot does not collide to the grid map at a given height.
The challenge is due to the complexity of 3D collision
checking. A fast method to incrementally build 3D oc-
cupancy maps is illustrated in [3]. This paper is one of
the few works addressing collision check in space. How-
ever, the reported experiments are performed offline on
a previously acquired dataset. 3D perception has also
been applied to navigation, exploration and localization
of humanoid robots. Maier et al. [11] propose to use
an octree occupancy grid map for localization, but path
planning and navigation are executed on a projected pla-
nar map. These works mainly focus on how to use 3D
perception for localization, mapping and navigation and
use point clouds to infer spatial occupancy information.

A limited number of works exploit object detection as
a mean to semantically segment the environment and to
plan the execution of meaningful navigation tasks in the
environment. The detected objects are often used to en-
rich maps with higher-order semantic information [12].
The work in [7] presents a sensor model that takes into
account object detection and robot viewpoint. A conve-
nient path is then planned as a trade-off between gaining
additional information about an object hypothesis and
the cost for executing such trajectory. Aydemir et al. [13]
propose an algorithm for discovering objects using rela-
tions between objects. In particular, the observation of
a specific object is used by the view planner as a clue
for the presence of other objects (e.g. if a table is par-
tially observed, the robot looks for possible objects on
the rest of the table). Since the state of a mobile robot is
described by its position and orientation on the ground
plane, the view planning task is usually formulated as a
planar problem.
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Figure 1: The rigid bar with the ARToolkit marker used
for calibration (a) and the estimation of the relative ref-
erence frames (b).

3 Perception System

This section illustrates the 3D perception system devel-
oped in this work and the segmentation of the acquired
point cloud. This task is the core of the whole robotic
system, since it allows the estimation of collision-free
paths and the decision of navigation goals. The 3D per-
ception system consists of a pair of Logitech C270 web-
cams and a planar laser scanner Sick LMS100. The two
cameras are fixed to a bar with approximately vertical
orientation and a baseline of 12 ¢m in order to compose
a stereo camera. Both the laser scanner and the cam-
era are placed on a Pioneer 3DX mobile robot and are
oriented to the front of the robot. The stereo camera
acquires colored point clouds that can be used to de-
tect objects and protruding 3D shapes, but has a limited
field of view (about 20°) and returns rather sparse and
noisy range measurements [14]. On the other hand, pla-
nar range finders are part of standard sensor equipment
since they allow an accurate representation of occupied
regions on the scanning plane, but are scarcely useful for
object recognition. To overcome these limitations, sensor
fusion is performed by accumulation of the synchronized
measurements into a single point cloud. Furthermore,
the latest point clouds are aligned and registered in or-
der to build a short-term more extensive representation
of the environment.

In the following, we present the sensor calibration, the
processing and registration of point clouds, and the ob-
ject detection components.

3.1 Calibration

The aim of the calibration procedure is the estimation
of the intrinsic and extrinsic parameters that make the
stereo camera and range finder work correctly. The in-
trinsic parameters are related to camera optics and other
device features and are rather stable during time. The
extrinsic parameters encode the relative position among

the devices. An accurate estimation of these parameters
is required to compute the disparity image by match-
ing homologous points between the two cameras and to
achieve a consistent point cloud from the fusion between
range finder and stereo camera measurements. In par-
ticular, sensor fusion is achieved by overlapping mea-
surements expressed w.r.t. the same reference frame.
Furthermore, the assessment of the sensor pose w.r.t.
the robot reference frame influences the results of point
cloud registration.

The estimation of the intrinsic and extrinsic parame-
ters of stereo vision is a long standing problem and sev-
eral tools are available to perform calibration. In par-
ticular, we used the ROS package camera_calibration
that allows joint estimation of intrinsic and extrinsic pa-
rameters using a checkerboard of known size. The rela-
tive position and orientation of the laser scanner frame
w.r.t. the robot can be measured manually with satis-
factory accuracy. On the other hand, the relative pose
between the stereo camera and the robot are difficult to
assess and may easily change due to accidental bumps.
To overcome this problem, a target marker has been fixed
to a rigid bar so that its pose (marker) w.r.t. the robot
frame (base_link) is stable. The transformation from
base_link to marker can be manually measured with
satisfactory accuracy. The pose of the marker w.r.t. the
stereo camera frame (baseline12) is estimated with the
ARToolkit library [15]. The rigid bar with the marker
is shown in Figure 1(a). Thus, camera measurements
can be straightforwardly transformed from baselinel2
to base_link reference frame. Figure 1(b) shows all the
frames used in this work. Hence, all the sensor data can
be given w.r.t. the robot and overlapped.

In future works, we plan to add a plate on the rigid
bar under the marker that can be observed by the range
finder. The laser scanner would observe a segment of the
target plate, thereby improving the estimation of sensor
orientation and position. Thus, the position and orien-
tation of the laser w.r.t. the marker would be measured
directly and more accurately by the range finder.

3.2 Point Cloud Processing

The sensor data acquired by laser scanner and stereo
camera are combined into a single point cloud that is
used to navigate and to detect objects in the scene. The
depth measurements tend to be sparse, due to failures
in homologous point matching, and to be limited by the
narrow camera field of view. For these reasons, the latest
k point clouds are registered and accumulated.
Algorithm 1 shows the main operations performed to
obtain a consistent point cloud. First, sensor data must
be expressed in a single frame, the robot frame, in order
to enable sensor fusion operations. Frame conversion is
performed by applying to the point cloud the transfor-
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mation matrix obtained in the calibration step. Due to
the different rates, a software synchronization between
these measurements is performed to merge them into a
single consistent point cloud.

Then, three filtering operations are performed to clean
the point cloud and remove noise from camera data. The
first one removes points with NaN value, corresponding
to points without depth generated by the stereo algo-
rithm. The second filtering operation aims at removing
isolated points, which are likely due to noisy perception
or algorithm failures, and is performed using statistical
outlier removal (SOR). The last one removes points too
close to the camera and, thus, more subject to acquisi-
tion noise.

The corresponding laser scan point coordinates are
transformed to the robot reference frame and processed
for sensor fusion. Due to the lower amount of data ac-
quired and the simpler data structure, this operation is
quite fast and simple. The stereo camera point cloud
and the laser point cloud are merged together with an
operation of sensor fusion, with priority to laser scan due
to the higher accuracy of the sensor, to obtain a single
point cloud.

Finally, the accumulation of the latest k& point clouds
is performed. The previously acquired point clouds are
stored in a FIFO vector and aligned to the current point
cloud at iteration t. It is sufficient to estimate the rel-
ative pose T/~ ' of the robot at time ¢t — 1 w.r.t. the
current robot pose ¢ and to apply such transformation
to all the clouds stored in a vector V. The computa-
tional complexity of the alignment is O(N), where N is
the number of point clouds to be aligned. The estima-
tion of T/ ™! is achieved using a 3D variant of Iterative
Closest Point (ICP) algorithm, which is implemented in
the Point Cloud Library (PCL) [16]. Before the execu-
tion of ICP, a regular spatial discretization is achieved
by keeping the mean point for each occupied voxel. Such
operation reduces the computation time of ICP and re-
duces association errors due to an irregular distribution
of points.

Next, point clouds in V are added together to obtain a
denser point cloud. This point cloud may cover a wider
field of view, in particular when the robot changes its
orientation. However, accumulation of unaligned point
clouds would be deleterious because it would overlap sen-
sor data referred to different scenes. Therefore, before
point cloud addition, point clouds Ptt—i and P} points
are associated using the PCL implementation of kd-tree
algorithm. If the number of points that have a corre-
sponding element in the other point cloud exceeds a cer-
tain threshold then the two point clouds will be fused;
otherwise, this step will be skipped. Eventually, the per-
ception system has all sensor data stored in a single point
cloud that will be used for different purposes.

The execution of all the steps in Algorithm 1 and of
the sensor data acquisition requires about 6.44 s on a
notebook equipped with an Intel Core i7-2620M 2.7GHz,
8GB RAM. Although planning tasks do not require high
update rate, such execution time does not meet typical
time constraints. Thus, point cloud processing is com-
putationally too expensive for the on-board laptops or
embedded CPUs commonly mounted on mobile robots.
In order to reduce the complexity, the most expensive
operations in Algorithm 1 have been identified and a
simplified pipeline has been implemented. In particular,
the execution time almost halves by avoiding statistical
outlier removal. Furthermore, the distributed execution
of acquisition and point cloud processing on two sepa-
rate hosts has allowed to reduce the computation time
under 1 s without significantly reducing the quality of
the output.

Algorithm 1: Point Cloud Processing

Data: L: laser scan data; C: camera data with
disparity;
Result: P: point cloud obtained by sensor fusion;

1 while ros::0k() do
2 store £ and C in point cloud P, and P¢ respectively;
3 express P and Pc sensor data w.r.t. robot frame;
4 filter NaN values from Pc;
5 if outlier remowval enabled then
6 ‘ filter outlier values from Pc¢ using SOR,;
7 end
8 filter Pc values too close to camera using
PassThrough;
9 P: =Pr UPc; /* spatial sensor fusion */
10 if first point cloud processed then
11 ‘ insert P into point clouds vector V
12 else
13 if V is full then
14 | pop older point cloud;
15 end
16 compute transformation matrix to align P; to
Pt—l;
17 Piot < 0; /* temporal sensor fusion */
18 forall P; in V do
19 apply transformation matrix to P;;
20 Piot < Prot U Pi;
21 end
22 P < Ptot;
23 end
24 end

3.3 Object Detection

The point cloud obtained by registration and sensor fu-
sion in the previous step can be used to detect objects in
the scene. In this context, objects correspond to point
clusters lying on the ground plane and matching given
size and shape conditions. Cloud segmentation allows
the identification of candidate goals for robotic tasks and
of interesting regions that are occluded in the current
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view. Algorithm 2 shows in pseudocode the main oper-
ations needed to identify objects.

Algorithm 2: Object Detection

Data: P: point cloud containing acquired sensor data;
Result: CP: cluster point clouds; OP: object point
cloud;

1 while ros::0k() do
2 if floor remowval enabled then
3 | remove floor from P;
4 end
5 extract clusters from P primitive and store in C;
6 forall C; in C do
7 CP; + (Z);
8 OP; @;
9 minDist < oo;
10 forall point p; in C; do
11 dp; < p; euclidean distance;
12 if minDist > dp; then
13 | minDist < dp;
14 end
15 push p; in OP;;
16 color p; with cluster color;
17 push p; in CP;;
18 end
19 push CP; in CP;
20 compute dimensions of cluster bounding box;
21 if cluster satisfies user settings then
22 | OP«+ OPy;
23 end
24 end
25 end

First of all, the dominant plane is removed using the
SAC Segmentation method, included in PCL. Normally,
the dominant plane is the ground plane on which the
objects stand. The ground may not be detected when the
point cloud is not dense enough or the camera orientation
leaves out the floor. In order to reduce processing time,
it is possible to disable this function and use a plane
removal that relies on an a-priori knowledge of plane
equation.

Next, clusters of unconnected points are extracted
from the point cloud using the euclidean cluster extrac-
tion method. A cluster is a set of points similar accord-
ing to feature and position in space. Only the relevant
clusters remain after setting a proper minimum and max-
imum number of points.

Main operations carried out by the cluster extraction
method are:

e initialization of an empty list C of clusters and an
empty queue Q of points to analyze ;
e for each point p; € P, where P is the point cloud:
— add p; to Q;
— for each point p; € O:
* search neighbour points set P; in a sphere of
radius 7 < dyp,, where dyj, is a tolerance value;

* for each neighbour p, € P;, check if it has
already been processed; if not, add it to Q;

— add @ to clusters list C and reset Q to an empty
queue;

e ends when all points p; € P have been processed
and inserted in the clusters list C.

For each cluster extracted, a particular point cloud
containing only cluster points is created. Moreover, the
euclidean distance between a cluster and the robot is
calculated as d = x3 + y2 + 27, where (xp,%p,2,) are
the coordinates of the cluster point closer to robot. The
dimensions of the bounding box containing the cluster
are also calculated to estimate the object size. If the
object size is compatible with dimensions defined by the
user, the cluster will be identified as a candidate object
of interest. Otherwise, the next cluster will be processed.
The output of the simple object detection component is
a list of point clouds along with their centroid positions
and bounding boxes, which can be used by the path
planner to compute a goal configuration.

4 Navigation

Main purpose of 3D perception is to enable secure nav-
igation for the mobile robot. Several works presented
in Section 2 reduce the role of 3D perception in naviga-
tion to a projection on the ground plane. In this way,
however, 3D obstacle detection incurs in a worst case
scenario. In the approach described in this paper, the
3D objects are projected on the ground plane only if a
part of the robot collides with the obstacle at least in a
given orientation. Thus, the ability to navigate through
enclosed passages (such as under a table) is retained,
while ensuring safety and efficient planning using a local
2D map. For example, the robot used in our experi-
ments, shown in Figure 4, is equipped with a fork lift to
grab specific objects and must avoid collision with hang-
ing parts. Navigation behaviour can be divided into two
tasks: construction of a local map, to identify occupied
areas, and path planning and navigation, to calculate
and execute a safe path to the goal.

The task considered in this work is the detection and
complete observation of objects in the scene rather than
the construction of a complete representation of all the
explored environment. Object categories of interest in-
clude chairs, tables, furniture and small human artifacts
that can be moved. Hence, a global map is not required
in this case due to the presence of ephemeral informa-
tion.

The first step of the implemented navigation be-
haviour is the projection on a plane of the point cloud ob-
tained in previous tasks. In fact, although 3D perception
describes obstacles distribution in the space, the mobile
robot moves on a plane (ground) and a 3D local map
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is not required. However, the free space should not be
unnecessarily restricted by projecting all points. Points
above the maximum height of the robot are not consid-
ered, while different rules may be defined by identifying
different layers and footprints for the robot height. Cells
around every obstacle are identified as inflated obstacles,
since the mobile robot is approximated as a point. One
contribution of this paper, thus, is to limit the restric-
tion of free space, even though the construction of the
local map is performed through a standard component
like costmap-2d node.

For correct planning, it is necessary to construct a
short-term memory local map allowing the integration of
sensors data acquired in the last time interval. This map
is obtained by registration of the point clouds projected
on the motion plane. Point clouds are previously aligned
as described in section 3.2. Odometry provides another
information used in the creation of the local map.

The local map 2 is organized as an expanded occu-
pancy map to avoid collisions. The map creation process
is performed by costmap_2d node, included in move_base
ROS package.

Figure 2: Example of short-term memory local map
shown using Rviz.

5 Application: viewpoint planning

In this section, a viewpoint planning application of the
system developed is presented. In particular, the 3D
perception system has been used to compute a trajectory
allowing the mobile robot to acquire different views of an
object in the scene. In cluttered environments objects
are often responsible for occlusions. Hence, the proposed
application aims at detecting possible new viewpoints
beyond the closest object. The system selects the target
object using two criteria:

e dimensions: the object selected must have dimen-
sions in ranges set by the user;
e distance: the object selected will be the one closer
to the robot.
The object selected is approximated by its centroid.
From this value, the goal configuration will be set at a

certain distance, selected by the user. In order to see
the object from the rear, the goal orientation is set as
opposite w.r.t. the current robot orientation, as shown
in fig. 3. In particular, if (2., y., z.) are the coordinates
of object centroid, d. is the object depth and zg is the
user defined distance, goal coordinates are set as [z, +
de + X0, Ye, ZC]T and the orientation is toward the initial
position of the robot.

After setting the goal, a local trajectory planner com-
putes the best path to reach it, considering the short-
term memory local map constructed in the previous step.
Motion planning is performed by the nav_core node, in-
cluded in ROS navigation package [1]. This node pro-
vides both local and global planners that use odometry
to estimate robot position. However, in this work only
the local planner has been used. The local trajectory
planner uses an implementation of the Dynamic Window
algorithm [17], whose main execution steps are shown in
algorithm 3.

Algorithm 3: Main execution steps of DWA algo-
rithm.
Data: M: short-term memory local map;

Result: C: velocity commands to the robot motors;
1 while true do

2 discrete sampling of the robot control space
(dz, dy, db);

3 forall sampled velocity do

4 perform forward simulation from the robot

current state to predict what would happen if
the sampled velocity were applied for some
(short) period of time;

if current trajectory crosses an obstacle then
| discard trajectory;

else

L assign a score to the trajectory dependent

o N o w;

from proximity to obstacles, goal and global
path and from the speed.

9 pick the highest-scoring trajectory and send the
| associated velocity to the mobile base.

The planner produces as output linear and angular
speed values to be sent to the mobile robot to perform
movement actions. If the goal is unreachable, due to the
absence of free path to reach it, the planner fails and the
robot stops its motion. The robot will also stop when
it reaches the goal position with correct orientation. In
both cases, the robot can forward to the next task, such
as lifting the object or searching for other interesting
entities in the environment.

6 Experiments

Figure 4(a) shows the Pioneer 3DX wheeled robot used
in our experiments. The robot is equipped with a Sick
LMS100 laser scanner and a stereo camera consisting of
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E

Figure 3: View of the complete navigation system: short-
term memory local map, object detected enclosed in a
black bounding box, goal configuration shown as a yellow
arrow, planned trajectory shown in green.

Figure 4: Robot platform used in experiments (a) and
experimental environment (b).

two Logitech C270 cameras mounted in an aluminium
case. The system uses ROS (Robot Operating Sys-
tem), an open source framework that includes several
tools and libraries for robot programming. In this work,
costmap-2d and nav_core standard nodes have been
used respectively for short-term memory map compu-
tation and navigation behaviour. The values of main
parameters used in our experiments are shown in Table
1 and Table 2.

Point cloud processing is subdivided between two
nodes. The cloud_processing node is entrusted with
sensor fusion and point cloud registration, while the
cloud_clustering node is responsible of point cloud
segmentation, object detection and viewpoint plan-
ning. The second node is based on the result of the
first one; in fact, the same point cloud, processed by
cloud_processing node, is used for both navigation and
object detection. Before starting an experiment, the cal-
ibration bar described in section 3 is mounted on the
robot. After few seconds, the calibration application is
able to estimate position and orientation of the left cam-
era. The rigid bar is then unmounted and calibration
parameters are published to the other nodes.

Experiments were carried out in an indoor cluttered
environment, comprising tables, packages, chairs, and

Table 1: Main parameters used in costmap_2d node

Parameter Value
obstacle_range 5.0 m
raytrace_range 5.0 m
inflation_radius 0.24 m
observation_sources point_cloud_sensor
sensor_frame base_link
data_type PointCloud2
topic /cloud
marking true
clearing true
observation_persistence | 5.0 s
expected_update_rate 5.0 Hz
global _frame /odom
robot_base_frame base_link
update_frequency 5.0 Hz
publish_frequency 5.0 Hz
static_map false
rolling_window true
width 6.0 m
height 6.0 m
resolution 0.05 m

Table 2: Main parameters used in nav_core node

Parameter Value
max_vel_x 0.2m/s
min_vel x 0.1 m/s
max_rotational vel 1.0 rad/s
min_in_place_rotational_vel | 0.4 rad/s
acc_lim_th 3.2 m/s?
acc_lim_x 2.5 m/s?
acc_lim_y 2.5 m/s?
holonomic_robot true

other kinds of objects. The mobile robot was positioned
in the center of the room (Figure 4(b)). The closest
objects were at a distance of about 1.5 m, since the en-
vironment for experiments was cluttered. Initial tests
showed that sensor data acquired from the stereo cam-
era are quite noisy, especially the disparity image, so at
least part of the filtering operations described in section
3.2 is required. Laser scanner data, instead, are very
accurate, so no filtering was applied.

The robot tends to choose the objects in front of it due
to the constrained field of view. In such cluttered envi-
ronment it is likely to find a matching object in the front.
If the robot does not find any object, the search contin-
ues in other regions and directions looking for farther
objects. After having identified the object, the mobile
robot reaches the region occluded by the object by plan-
ning and executing a trajectory path. The robot reaches
the back of the target object avoiding obstacles, includ-
ing those outside the scanning plane of the laser scanner,
thereby proving the usefulness of 3D perception.

A sequence of images referred to a trial is shown in
Figure 5. A black bar (shown on the left in the images)
occludes one side to robot navigation. This bar cannot
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Figure 5: An experimental test (left to right, top to bottom). The robot keeps the left because on the right side of
the obstacle a bar protrudes at a height that may lead to a collision.

be perceived by the laser scanner because it is above
its scanning plane, whereas it is correctly perceived by
the stereo camera. The robot uses this information to
compute an occupancy grid suitable for safe navigation.
Indeed, as shown in the figure, the robot reaches the
object from the opposite free side.

Several experiments have been performed in order to
test effectiveness and the robustness of the proposed sys-
tem. For quantitative analysis, two controlled series of
ten trials each have been carried out in an environment
similar to the one in Figure 5. In the first set of trials
the whole perception, planning and navigation applica-
tion has been run on a single laptop on-board of the
robot (Intel Core i7-2620M 2.7GHz, 8GB RAM). The
results are shown in Table 3 (row (a)). The robot has
successfully accomplished the exploration and planning
task in 6 trials out of 10, with an average task execu-
tion time of about 42 s for successful trials. Failures
are due to the computational complexity of 3D percep-
tion data processing. Indeed, the robot requires a new
command before the time-out elapses, otherwise it stops
and performs a shaky motion. When the new command
is not received, the odometry error increases due to the
irregular motion, thereby affecting alignment of sensor
data. Moreover, the navigation algorithm relies on the
occupancy grid map representing obstacles and unknown
space: a temporal mismatch between the current map
and the aligned point cloud may thus result into map
inconsistencies.

A second set of trials has been performed by splitting
the computational load between the on-board laptop and
a more powerful workstation with an Intel Core7-3770
3.6GHz, 8GB RAM. In particular, the on-board laptop
handles the acquisition of sensor data and the execu-
tion of robot motion, while the workstation performs
the expensive point cloud processing task. Results for
the second set of trials are shown in Table 3 (row (b)).

Table 3: Experimental results for reference task: success
rate and task execution time. Processing: (a) fully on-
board, (b) distributed.

Trials | Success Rate | Execution Time [s]
Mean St.Dev
(a) 10 60% 42.67 2.33
(b) 10 80% 30.69 2.35

In this case, the system succeeds in accomplishing the
task in 8 out of 10 trials. Some failures still occur due to
the computationally expensive 3D processing, thereby
emphasizing the need of powerful computation for ad-
vanced sensor data processing. In the second set of tri-
als, the time required to reach the target configuration
is shorter, since the robot stops less frequently to wait
for the incoming commands.

7 Conclusion

In this paper, we have presented an integrated system
used for viewpoint planning and mobile robot explo-
ration using 3D perception. The system acquires both
laser scans and disparity images, and accumulates the
sensor data into a single point cloud. The last k point
clouds are registered to achieve a better representation
of the scene. The 3D data are used both to build an
extended occupancy grid map, that takes into accounts
obstacles at different heights and not only on few planes,
and to detect objects and interesting occluded regions,
allowing the robot to perform safe goal-oriented naviga-
tion in the real scene.

Objects are detected by partitioning the point cloud
into loosely connected components that meet require-
ments on size and shape. A specific object of interest is
selected as a goal, and the algorithm computes a view-
point for achieving its complete observation. A path is
planned to reach the goal using the local map and the



Proceedings of Australasian Conference on Robotics and Automation, 2-4 Dec 2013, University of New South Wales, Sydney Australia

robot moves toward the goal configuration.

The developed 3D perception and navigation system
has been tested with real-time sensor data acquisition
on a physical robot. The experiments have proved the
effectiveness in detecting relevant objects on the ground
plane, in obtaining a short-term local map of the envi-
ronment, in planning a collision free path and reaching
the defined goal. Furthermore, they have shown the rel-
evance of computation time constraints for the correct
execution of a navigation. Future work will address ap-
plications exploiting 3D perception, such as global map
computation or object classification according to multi-
ple acquired viewpoints.
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